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CHAPTER II 

FUNDAMENTAL THEORIES 

 

In this chapter, we will study about functions concerning with their convexity properties. 

We first begin with convex function which is the key role to state the Classical Hardy-

Littlewood-Pólya Majorization Inequality. We will also give the definition of two functions 

that are relatively convex to each other.  The definition of relative convexity given here 

is taken form [1], but the first known study of relative convexity was due to George 

Pólya [2].      

2.1 The Theories of Convex Functions 

One of the elementary function in mathematics is convex functions, the definition of 

convex function merely states that any two points  ሺݔଵ, ,ଶݔଵሻ and ሺݕ  ଶሻ on the curve ofݕ

convex function must lie below the line joining the two given points. We give the formal 

definition below. 

Definition 2.1.1 

Let  ܺ ؿ Թ be a convex set. The function ݂: ܺ ՜ Թ is convex if and only if for any two 

points ݔଵ, ଶݔ א ܺ and ߣ א ሾ0,1ሿ the condition 

݂ሺݔߣଵ ൅ ሺ1 െ ଶሻݔሻߣ ൑ ଵሻݔሺ݂ߣ ൅ ሺ1 െ  ଶሻ                            ሺ2.1.1ሻݔሻ݂ሺߣ

is satisfied. 
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Throughout the following discussion, we will use the term “݂ is a convex function” to 

refer that ݂ is a convex function defined on the subset ܺ of real number unless stated 

otherwise. 

This typical class of functions has many interesting properties and often found in any 

branch of mathematics as well as in the operation research, mathematics for finance 

and science management. We shall derive some properties of convex function on this 

chapter for our further purpose that is to give a rigorous development of the famous 

inequalities due to G.H Hardy, J.E Littlewood and G.Pólya1  and moreover its 

generalization. 

By Definition 2.1.1, if ߣ ് ሼ0,1ሽ and ݔଵ ്  ଶ then the equality occurs only when ݂ isݔ

linear that is ݂ሺݔሻ ൌ ݔܽ ൅ ܾ for constants ܽ and ܾ. This observation is useful to 

determine the equality case of some inequalities involving convex function; this will be 

stated in the following theorem. 

Theorem 2.1.1  

Let  ݔଵ ൏ ߣ ଶ be fixed real numbers, and ݂ is a convex function. for anyݔ א ሺ0,1ሻ the 

equality   

݂ሺݔߣଵ ൅ ሺ1 െ ଶሻݔሻߣ ൌ ଵሻݔሺ݂ߣ ൅ ሺ1 െ  ଶሻݔሻ݂ሺߣ

hold if and only if ݂ is a linear function on ሺݔଵ,    .ଶሻݔ

 

 

                                                            
1 Also founded independently by Karimata.   
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Proof:   

First we prove that the equality implies ݂ is linear. For the sake of contradiction, 

suppose that  ݂ is not linear in ሺݔଵ, ߣ ଶሻ and for anyݔ א ሺ0,1ሻ we have 

݂ሺݔߣଵ ൅ ሺ1 െ ଶሻݔሻߣ ൌ ଵሻݔሺ݂ߣ ൅ ሺ1 െ  .ଶሻݔሻ݂ሺߣ

For any point ݔ א ሺݔଵ, ݔ ଶሻ we can writeݔ ൌ ଵݔߣ ൅ ሺ1 െ ߣ ଶ whereݔሻߣ ൌ ௫మି௫
௫మି௫భ

 and since 

ݔ א ሺݔଵ, ߣ ଶሻ it follows thatݔ א ሺ0,1ሻ. So for any ݔ א ሺݔଵ,                                                ଶሻ we haveݔ

                               ݂ሺݔሻ ൌ ݂ሺݔߣଵ ൅ ሺ1 െ  ଶሻݔሻߣ

          ൌ ଵሻݔሺ݂ߣ ൅ ሺ1 െ  ଶሻݔሻ݂ሺߣ

          ൌ ൬
ଶݔ െ ݔ
ଶݔ െ ଵݔ

൰ ݂ሺݔଵሻ ൅ ൬
ݔ െ ଵݔ
ଶݔ െ ଵݔ

൰ ݂ሺݔଶሻ  

          ൌ ቆ
݂ሺݔଶሻ െ ݂ሺݔଵሻ

ଶݔ െ ଵݔ
ቇ ሺݔ െ ଵሻݔ ൅ ݂ሺݔଵሻ 

          ൌ   ቆ
݂ሺݔଶሻ െ ݂ሺݔଵሻ

ଶݔ െ ଵݔ
ቇ ݔ ൅ ቆ

ଵሻݔଶ݂ሺݔ െ ଶሻݔଵ݂ሺݔ
ଶݔ െ ଵݔ

ቇ.   

But then ݂ has a form of ݂ሺݔሻ ൌ ݔܽ ൅ ܾ with ܽ ൌ ௙ሺ௫మሻି௙ሺ௫భሻ
௫మି௫భ

 and ܾ ൌ ௫మ௙ሺ௫భሻି௫భ௙ሺ௫మሻ
௫మି௫భ

 that is 

݂ a linear function. For the converse, suppose that ݂ is a linear function and has the 

form ݂ሺݔሻ ൌ ݔܽ ൅ ܾ then for any ߣ א ሺ0,1ሻ 

݂ሺݔߣଵ ൅ ሺ1 െ ଶሻݔሻߣ ൌ ܽሺݔߣଵ ൅ ሺ1 െ ଶሻݔሻߣ ൅ ܾ 

                                      ൌ ଵݔሺܽߣ ൅ ܾሻ ൅ ሺ1 െ ଶݔሻሺܽߣ ൅ ܾሻ 

                                      ൌ ଵሻݔሺ݂ߣ ൅ ሺ1 െ  ଶሻݔሻ݂ሺߣ

and the theorem is establishedז. 
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Our next consideration is the property of convex functions concerning on the slope of 

the lines joining any two of the three given points on the convex function. The theorem 

that will be stated next comes from a geometric observation of the graph of convex 

function. Since it contributes many useful applications on deriving many properties of 

convex function, it is often referred as lemma. 

Theorem 2.1.2 (The Three Chords Lemma) 

Let  ݂ be a convex function and  1ݔ ൏ 3ݔ ൏  be any points on the domain of ݂ then we  2ݔ

have 

݂ሺ3ݔሻ െ ݂ሺ1ݔሻ
3ݔ െ 1ݔ

൑
݂ሺ2ݔሻ െ ݂ሺ1ݔሻ

2ݔ െ 1ݔ
൑
݂ሺ2ݔሻ െ ݂ሺ3ݔሻ

2ݔ െ 3ݔ
                                           ሺ2.1.2ሻ  

Proof: 

Notice that 3ݔ ൌ 1ݔߣ ൅ ሺ1 െ ߣ where 2ݔሻߣ ൌ ௫మି௫య
௫మି௫భ

 and from the condition 1ݔ ൏ 3ݔ ൏  we 2ݔ

have ߣ א ሺ0,1ሻ. By the definition of convex function we have 

݂ሺݔଷሻ ൌ ݂ሺݔߣଵ ൅ ሺ1 െ ଶሻݔሻߣ ൑ ଵሻݔሺ݂ߣ ൅ ሺ1 െ  ଶሻݔሻ݂ሺ ߣ

   ൌ
ଶݔ െ ଷݔ
ଶݔ െ ଵݔ

݂ሺݔଵሻ ൅
ଷݔ െ ଵݔ
ଶݔ െ ଵݔ

݂ሺݔଶሻ .                                                              ሺ2.1.3ሻ 

By adding – ݂ሺݔଵሻ to the both sides of (2.1.3) we have  

݂ሺݔଷሻ െ ݂ሺݔଵሻ ൑
ሺݔଷ െ ଶሻݔଵሻ݂ሺݔ െ ሺݔଷ െ ଵሻݔଵሻ݂ሺݔ

ଶݔ െ ଵݔ
. 

By dividing both sides with 3ݔ െ 1ݔ ൐ 0 we have  
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݂ሺ3ݔሻ െ ݂ሺ1ݔሻ
3ݔ െ ଵݔ

൑
݂ሺ2ݔሻ െ ݂ሺ1ݔሻ

2ݔ െ 1ݔ
.                                                ሺ2.1.4ሻ 

Hence if both sides of (2.1.3) are added with െ݂ሺݔଶሻ we have 

݂ሺݔଷሻ െ ݂ሺݔଶሻ ൑
ሺݔଷ െ ଶሻݔଶሻ݂ሺݔ െ ሺݔଷ െ ଵሻݔଶሻ݂ሺݔ

ଶݔ െ 1ݔ
. 

By dividing both sides with 3ݔ െ 2ݔ ൑ 0 we have 

݂ሺ3ݔሻ െ ݂ሺ1ݔሻ
3ݔ െ 2ݔ

൒
݂ሺ2ݔሻ െ ݂ሺ1ݔሻ

2ݔ െ 1ݔ
.                                                     ሺ2.1.5ሻ 

The inequalities (2.1.4) and (2.1.5) give  

݂ሺ3ݔሻ െ ݂ሺ1ݔሻ
3ݔ െ 1ݔ

൑
݂ሺ2ݔሻ െ ݂ሺ1ݔሻ

2ݔ െ 1ݔ
൑
݂ሺ2ݔሻ െ ݂ሺ3ݔሻ

2ݔ െ 3ݔ
 ז                                     .

Theorem 2.1.2 has a corollary, which will come into the consideration since it will be 

used frequently. This corollary states that convex functions possess an increased slope 

property.      

Corollary 2.1.1 (Galvani’s Lemma) Let ݂ be a convex function on ሾܽ, ܾሿ and ܽ ൑ ܿ ൏

݀ ൑ ܾ, then for any ݔ א ሾܽ, ܾሿ/ሼܿ, ݀ሽ the following inequality is true   

݂ሺܿሻ െ ݂ሺݔሻ
ܿ െ ݔ ൑

݂ሺ݀ሻ െ ݂ሺݔሻ
݀ െ ݔ                                                              ሺ2.1.6ሻ 

And if we have the equality in (2.1.6) then ݂ is linear. 

Proof: 

Since ݔ א ሾܽ, ܾሿ/ሼܿ, ݀ሽ, the proof will be constructed by examining three cases,   

Case I.  If ݔ ൏ ܿ ൏ ݀ then by the three chords lemma we have (the first inequality) 
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݂ሺܿሻ െ ݂ሺݔሻ
ܿ െ ݔ ൑

݂ሺ݀ሻ െ ݂ሺݔሻ
݀ െ ݔ  

Case II. If  ܿ ൏ ݔ ൏ ݀ then by the three chords lemma we have (the second inequality) 

݂ሺܿሻ െ ݂ሺݔሻ
ܿ െ ݔ ൌ

݂ሺݔሻ െ ݂ሺܿሻ
ݔ െ ܿ ൑

݂ሺ݀ሻ െ ݂ሺݔሻ
݀ െ ݔ  

Case III.  If  ܿ ൏ ݀ ൏  then by the three chords lemma we have (the second inequality)  ݔ

݂ሺ݀ሻ െ ݂ሺݔሻ
݀ െ ݔ ൌ

݂ሺݔሻ െ ݂ሺ݀ሻ
ݔ െ ݀ ൑

݂ሺݔሻ െ ݂ሺܿሻ
ݔ െ ܿ ൌ

݂ሺܿሻ െ ݂ሺݔሻ
ܿ െ ݔ  

thus the inequality has been proved.  For the equality case, suppose that  

݂ሺ݀ሻ െ ݂ሺݔሻ
݀ െ ݔ ൌ

݂ሺܿሻ െ ݂ሺݔሻ
ܿ െ ݔ  

for any ݔ ב ሼܿ, ݀ሽ. Then we have ݂ሺ݀ሻܿ െ ݂ሺ݀ሻݔ െ ݂ሺݔሻܿ ൌ ݂ሺܿሻ݀ െ ݂ሺܿሻݔ െ ݂ሺݔሻ݀. This 

equivalent with  

݂ሺݔሻ ൌ ቆ
݂ሺ݀ሻ െ ݂ሺܿሻ

݀ െ ܿ ቇݔ ൅ ቆ
݂ሺܿሻ݀ െ ݂ሺ݀ሻܿ

݀ െ ܿ ቇ.                                          ሺ2.1.7ሻ 

Equation 2.1.7 is also true for ݔ א ሼܿ, ݀ሽ, and then ݂ is linear for any ݔ א ሾܽ, ܾሿז.  

The Galvani’s lemma often rephrase as follow 

Corollary 2.1.2 For any fixed ݐ଴ א ሾܽ, ܾሿ  the function  

߰ሺݐ; ଴ሻݐ ൌ
݂ሺݐሻ െ ݂ሺݐ଴ሻ

ݐ െ ଴ݐ
ݐ     , ്  ଴                                          ሺ2.1.8ሻݐ

is nondecreasing when ݐ א ሾܽ, ܾሿ. 
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Proof: 

To prove the rephrase version, let ߰ሺݐ;  ଶݐ ଵ andݐ ଴ሻ be the function defined in 2.1.8. Letݐ

be two points on ሾܽ, ܾሿ which are different from ݐ଴ and satisfy ܽ ൑ ଵݐ ൏ ଶݐ ൑ ܾ, since ݐ଴ א

ሾܽ, ܾሿ/ሼݐଵ,   ଶሽ, by Galvani’s lemmaݐ

݂ሺݐଵሻ െ ݂ሺݐ଴ሻ
ଵݐ െ ଴ݐ

൑
݂ሺݐଶሻ െ ݂ሺݐ଴ሻ

ଶݐ െ ଴ݐ
 

which is equivalent to ߰ሺݐଵ; ଴ሻݐ ൑ ߰ሺݐଶ; ଵݐ ଴ሻ for anyݐ ൏  . ז ଶݐ

Although there are some discussions about discontinuous convex functions in [2], we 

shall not discuss this class of convex function, it is irrelevant with the definition of 

convex function given here2.  However, the convex function always continuous on 

closed interval as stated in the theorem below. 

Theorem 2.1.3 

If ݂ is a convex function on ሺܽ, ܾሻ, then ݂ is continuous on each closed subinterval 

of ሺܽ, ܾሻ.  

Proof: 

Let ሾܿ, ݀ሿ ؿ ሺܽ, ܾሻ, for any two different points ݔ, ݕ א ሺܿ, ݀ሻ since ܿ ് ݔ ,ܽ ് ܿ and ܽ ൑  ,ݔ

by Galvani’s lemma we have 

݂ሺܽሻ െ ݂ሺܿሻ
ܽ െ ܿ ൑

݂ሺݔሻ െ ݂ሺܿሻ
ݔ െ ܿ  

since ܿ ൑ ݔ and ݕ ്  we have by Galvani’s lemma ݕ

                                                            
2 Hardy, Littlewood and Pólya gave different definition of convex function in [2] 
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݂ሺݔሻ െ ݂ሺܿሻ
ݔ െ ܿ ൑

݂ሺݔሻ െ ݂ሺݕሻ
ݔ െ ݕ  

since ݔ ൑ ܾ and ܾ ്  by applying Galvani’s lemma again we have ݕ

݂ሺݔሻ െ ݂ሺݕሻ
ݔ െ ݕ ൑

݂ሺܾሻ െ ݂ሺݕሻ
ܾ െ ݕ  

finally since ݕ ൑ ݀ and ܾ ് ݀ the Galvani’s lemma gives 

݂ሺܾሻ െ ݂ሺݕሻ
ܾ െ ݕ ൌ

݂ሺݕሻ െ ݂ሺܾሻ
ݕ െ ܾ ൑

݂ሺ݀ሻ െ ݂ሺܾሻ
݀ െ ܾ ൌ

݂ሺܾሻ െ ݂ሺ݀ሻ
ܾ െ ݀  

by the four previous inequalities, we have established the inequality  

݂ሺܽሻ െ ݂ሺܿሻ
ܽ െ ܿ ൑

݂ሺݔሻ െ ݂ሺݕሻ
ݔ െ ݕ ൑

݂ሺܾሻ െ ݂ሺ݀ሻ
ܾ െ ݀ . 

Thus for any ݔ, ݕ א ሺܿ, ݀ሻ with ݔ ് the slope ௙ሺ௫ሻି௙ሺ௬ሻ ݕ
௫ି௬

 is bounded when ݔ, ݕ א ሺܿ, ݀ሻ, if 

we allow ݔ, ݕ א ሾܿ, ݀ሿ the slope will remain bounded there since ݂ሺܿሻ and ݂ሺ݀ሻ are 

defined. We conclude that the slope  ௙ሺ௫ሻି௙ሺ௬ሻ
௫ି௬

 is bounded for ݔ, ݕ א ሾܿ, ݀ሿ thus there exist 

real number ܯ ൐ 0 such that   

ቤ
݂ሺݔሻ െ ݂ሺݕሻ

ݔ െ ݕ ቤ ൑ ܯ ฺ |݂ሺݔሻ െ ݂ሺݕሻ| ൑ ݔ|ܯ െ ,ݔ for any  |ݕ ݕ א ሾܿ, ݀ሿ 

or |݂ሺݔሻ െ ݂ሺݕሻ| ൑ ݔ|ܯ െ ,ݔ for all |ݕ ݕ א ሾܿ, ݀ሿ. We have characterized ݂ as a Lipsitcz 

function and hence continuous ז. 
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Theorem 2.1.4 

If ݂ is a convex function on ሺܽ, ܾሻ, then the right- and left-hand derivatives of ݂ exist at 

each point of ሺܽ, ܾሻ.  

Proof:  

By Galvani’s lemma, for any  ݐ଴ א ሺܽ, ܾሻ the function ߰ሺݐ; ଴ሻݐ ൌ
௙ሺ௧ሻି௙ሺ௧బሻ

௧ି௧బ
 is 

nondecreasing on variable ݐ, thus when ݐ ՜  ଴ its left- and right-hand limit exist, finiteݐ

and 

lim
୲՜୲బశ

߰ሺݐ; ଴ሻݐ ൌ ା݂
′ ሺݐ଴ሻ  and     lim

୲՜୲బష
߰ሺݐ; ଴ሻݐ ൌ ݂ି ′ ሺݐ଴ሻ 

thus both ା݂
′ ሺݐ଴ሻ and ݂ି ′ ሺݐ଴ሻ exist. 

Theorem 2.1.5 

If ݂ is a convex function on ሺܽ, ܾሻ, then at each point of ሺܽ, ܾሻ the right-hand derivatives 

is greater than or equal to left-hand derivatives of ݂. 

proof:  

Let ݐ଴ א ሺܽ, ܾሻ, then ݔ ൏ ଴ݐ ൏ ,ݔ for some ݕ ݕ א ሺܽ, ܾሻ. As before, define ߰ሺݐ; ଴ሻݐ ൌ

௙ሺ௧ሻି௙ሺ௧బሻ
௧ି௧బ

 , then by Galvani’s lemma we have ߰ሺݔ; ଴ሻݐ ൑ ߰ሺݕ;  ଴ሻ. By theorem 2.1.4 theݐ

left-hand derivative exists, so when ݔ ՜ ݔ ଴ି (sinceݐ ൏ ି݂ ଴) we will haveݐ ′ ሺݐ଴ሻ ൑ ߰ሺݕ;   .଴ሻݐ

Furthermore, the right-hand derivative exists, and when  ݕ ՜ ଴ݐ ଴ା (sinceݐ ൏  we will (ݕ

have  ݂ି ′ ሺݐ଴ሻ ൑ ା݂
ᇱሺݐ଴ሻ as desired ז. 
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Theorem 2.1.6 

If ݂ is a convex function on ሺܽ, ܾሻ, then the left- and right-hand derivatives of ݂ are 

monotone increasing functions.  

Proof 

Suppose that ݐଵ, ଶݐ א ሺܽ, ܾሻ such that ݐଵ ൏  such ݔ ଶ, then by Galvani’s lemma for anyݐ

that ݔ ൏ ଵݐ ൏  ଶ  we haveݐ

݂ሺݔሻ െ ݂ሺݐଵሻ
ݔ െ ଵݐ

൑
݂ሺݔሻ െ ݂ሺݐଶሻ

ݔ െ ଶݐ
 

Since as ݔ ՜ ݔ ଶି, we also haveݐ ՜ ି݂ ଵି, the above inequality becomesݐ ′ ሺݐଵሻ ൑ ݂ି ′ ሺݐଶሻ. 

Similarly, by the same method we have  ା݂′ ሺݐଵሻ ൑ ା݂
′ ሺݐଶሻ, thus ݂ି ′  and ା݂

′  are monotone 

functions ז.  

Theorem 2.1.7 

If ݂ is a convex function on ሺܽ, ܾሻ, then at each point in ሺܽ, ܾሻ the left-hand derivative of ݂ 

is less than or equal to its right-hand derivative and they are equal to each other except 

on a countable set. 

Proof: 

Suppose that ݄ ൐ 0 and ݐ ൏ ݔ ൏ ݐ ൅ ݄ then by Galvani’s lemma we have 

݂ሺݔሻ െ ݂ሺݐ ൅ ݄ሻ
ݔ െ ሺݐ ൅ ݄ሻ ൒

݂ሺݐሻ െ ݂ሺݐ ൅ ݄ሻ
െ݄ ൌ

݂ሺݐ ൅ ݄ሻ െ ݂ሺݐሻ
݄ .                   ሺ2.1.7 ሻ 
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Letting ݔ ՜ ሺݐ ൅ ݄ሻି we have ݂ି ′ ሺݐ ൅ ݄ሻ ൒ ௙ሺ௧ା௛ሻି௙ሺ௧ሻ
௛

, if we suppose that ݂ି ′  to be 

continuous at ݐ, then lim௛՜଴శ ݂ି ′ ሺݐ ൅ ݄ሻ ൌ ݂ି ′ ሺݐሻ and since lim௛՜଴శ
௙ሺ௧ା௛ሻି௙ሺ௧ሻ

௛
ൌ ା݂

′ ሺݐሻ  we 

have 

݂ି ′ ሺݐሻ ൒ ା݂
′ ሺݐሻ. 

By Theorem 2.1.5 we also have ݂ି ′ ሺݐሻ ൑ ା݂
′ ሺݐሻ, so the equality ݂ି ′ ሺݐሻ ൌ ା݂

′ ሺݐሻ holds if ݂ି ′  

continuous on ݐ. Since ݂ି ′  monotone, it can only have countable discontinuities, so the 

left- and hand-side derivatives are equal except on a countable set ז.   

 

2.2 Relative Convexity 

As our purpose is to generalize inequality concerning to convex functions, it should be 

quite natural to generalize the concept of convexity of the functions to relative convexity. 

The study of relative convexity can be trace back to George Pólya, and some of its 

properties are available in [1] which their proofs shall be reviewed again here. The 

motivation of relative convexity comes from the following observation,  

Theorem 2.2.1 

The function ݂ is convex on ܺ if and only if for any ݔଵ, ,ଶݔ ଷݔ א ܺ and ݔଵ ൑ ଷݔ ൑  ଶ weݔ

have   

ቮ
1 ଵݔ ݂ሺݔଵሻ
1 ଷݔ ݂ሺݔଷሻ
1 ଶݔ ݂ሺݔଶሻ

ቮ ൒ 0                                                          ሺ2.2.1ሻ 
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Proof:  

If any two of ݔଵ,  ଷ are equal to each other, then we have equality in (2.2.1) andݔ ଶ  andݔ

the theorem is trivially proved. Suppose that ݔଵ,  ,ଷ are different from each otherݔ ଶ andݔ

then by the three chords lemma since  ݔଵ ൏ ଷݔ ൏  ଶ we haveݔ

݂ሺ3ݔሻ െ ݂ሺ1ݔሻ
3ݔ െ 1ݔ

൑
݂ሺ2ݔሻ െ ݂ሺ1ݔሻ

2ݔ െ 1ݔ
֜ ሺݔଶ െ ଷሻݔଵሻ݂ሺݔ ൅ ሺݔଷ െ ଵሻݔଶሻ݂ሺݔ ൑ ሺݔଷ െ  ଶሻݔଵሻ݂ሺݔ

݂ሺ2ݔሻ െ ݂ሺ1ݔሻ
2ݔ െ 1ݔ

൑
݂ሺ2ݔሻ െ ݂ሺ3ݔሻ

2ݔ െ 3ݔ
֜ ሺݔଵ െ ଶሻݔଷሻ݂ሺݔ ൅ ሺݔଶ െ ଷሻݔଵሻ݂ሺݔ ൑ ሺݔଶ െ  ଵሻݔଷሻ݂ሺݔ

Adding up the two inequalities we have 

ሺݔଶ െ ଵሻݔଷሻ݂ሺݔ ൅ ሺݔଷ െ ଶሻݔଵሻ݂ሺݔ ൅ ሺݔଵ െ ଷሻݔଶሻ݂ሺݔ ൒ 0                                ሺ2.2.2ሻ 

That is equivalent to equation (2.2.1). 

Now suppose that for any ݔଵ ൑ ଷݔ ൑  ଶ  (2.2.1) holds, then (2.2.2) also holds. We canݔ

write ݔଷ ൌ ଵݔߣ ൅ ሺ1 െ  ଶ and substituting this to equation (2.2.2) yieldsݔሻߣ

ሺݔଶ െ ଵሻݔሺ݂ߣଵሻݔ ൅ ሺݔଶ െ ଵሻሺ1ݔ െ ଶሻݔሻ݂ሺߣ ൒ ሺݔଵ െ ଵݔߣଶሻ݂ሺݔ ൅ ሺ1 െ  ଶሻݔሻߣ

This is equivalent to equation (2.1.1). Thus ݂ is convex ז. 

Theorem 2.2.1 motivates the definition of relative convexity that is to say that a function 

݂ is convex with respect to the other nonconstant function of the same domain. This 

definition includes usual convexity as a special case by Theorem 2.2.1. 
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Definition 2.2.1 

Let ݂: ܺ ՜ Թ and let ݃ be a nonconstant function which has the same domain with ݂. We 

say that ݂ is convex with respect to ݃ (abbreviated, ݃ ٱ ݂) if and only if 

,ሺ݂ܦ ݃ሻ ൌ ቮ
1 ݃ሺݔሻ ݂ሺݔሻ
1 ݃ሺݕሻ ݂ሺݕሻ
1 ݃ሺݖሻ ݂ሺݖሻ

ቮ ൒ 0                                             ሺ2.2.3ሻ 

For ݔ, ,ݕ ݖ א ܺ and ݃ሺݔሻ ൑ ݃ሺݕሻ ൑ ݃ሺݖሻ. 

Corollary 2.2.1 

The function ݂ is convex if and only if ݅݀ ٱ ݂ where ݅݀ is identity function. 

Proof: 

Suppose that ݂ is convex, if  ݔଵ ൑ ଷݔ ൑ ଵሻݔଶ then ݅݀ሺݔ ൑ ݅݀ሺݔଷሻ ൑ ݅݀ሺݔଶሻ, hence by 

Theorem 2.2.1 ܦሺ݂, ݅݀ሻ ൒ 0, thus we have ݅݀ ٱ  ݂. Now suppose that ݅݀ ٱ ݂ then by 

definition ܦሺ݂, ݅݀ሻ ൒ 0 for ݔଵ ൑ ଷݔ ൑  .ଶ and hence by Theorem 2.2.1 ݂ convexݔ

Lemma 2.2.1 

Let ݂, ݃: ܺ ՜ Թ are functions where ݃ is nonconstant such that ݃ ٱ ݂, if ݃ሺݔሻ ൌ ݃ሺݕሻ 

then ݂ሺݔሻ ൌ ݂ሺݕሻ. 

Proof: 

Since ݃ is nonconstant, there exist ݖ א ܺ such that ݃ሺݔሻ ൌ ݃ሺݕሻ ് ݃ሺݖሻ. Then we have 

two cases  

Case I:  ݃ሺݔሻ ൌ ݃ሺݕሻ ൏ ݃ሺݖሻ then  
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0 ൑ ቮ
1 ݃ሺݔሻ ݂ሺݔሻ
1 ݃ሺݔሻ ݂ሺݕሻ
1 ݃ሺݖሻ ݂ሺݖሻ

ቮ ൌ ൫݃ሺݖሻ െ ݃ሺݔሻ൯൫݂ሺݔሻ െ ݂ሺݕሻ൯, 

 this yield ݂ሺݔሻ ൒ ݂ሺݕሻ. And also we have 

0 ൑ ቮ
1 ݃ሺݕሻ ݂ሺݕሻ
1 ݃ሺݕሻ ݂ሺݔሻ
1 ݃ሺݖሻ ݂ሺݖሻ

ቮ ൌ ൫݃ሺݖሻ െ ݃ሺݕሻ൯൫݂ሺݕሻ െ ݂ሺݔሻ൯, 

and this yields ݂ሺݕሻ ൒ ݂ሺݔሻ, thus we have ݂ሺݔሻ ൌ ݂ሺݕሻ. 

Case II:  ݃ሺݖሻ ൏ ݃ሺݔሻ ൌ ݃ሺݕሻ then 

0 ൑ ቮ
1 ݃ሺݖሻ ݂ሺݖሻ
1 ݃ሺݔሻ ݂ሺݔሻ
1 ݃ሺݔሻ ݂ሺݕሻ

ቮ ൌ ൫݃ሺݔሻ െ ݃ሺݖሻ൯൫݂ሺݕሻ െ ݂ሺݔሻ൯, 

this yield ݂ሺݕሻ ൒ ݂ሺݔሻ. And also we have  

0 ൑ ቮ
1 ݃ሺݖሻ ݂ሺݖሻ
1 ݃ሺݕሻ ݂ሺݕሻ
1 ݃ሺݕሻ ݂ሺݔሻ

ቮ ൌ ൫݃ሺݔሻ െ ݃ሺݖሻ൯൫݂ሺݔሻ െ ݂ሺݕሻ൯, 

Which yields ݂ሺݔሻ ൒ ݂ሺݕሻ, and hence ݂ሺݔሻ ൌ ݂ሺݕሻ ז.  

The next lemma is a generalization of Galvani’s lemma for relative convexity. 

Lemma 2.2.2 

If ݃ ٱ ݂ then for any ܽ, ,ݑ ݒ א ሻݑሺ݂ሻ with ݃ሺ݉݋݀ ൑ ݃ሺݒሻ and ݃ሺܽሻ ב ሼ݃ሺݑሻ, ݃ሺݒሻሽ, we have 

݂ሺݑሻ െ ݂ሺܽሻ
݃ሺݑሻ െ ݃ሺܽሻ ൑

݂ሺݒሻ െ ݂ሺܽሻ
݃ሺݒሻ െ ݃ሺܽሻ                                                        ሺ2.2.4ሻ 
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Proof: 

Notice that inequality (2.2.4) can written in the equivalent form 

൫݃ሺݑሻ െ ݃ሺܽሻ൯൫݂ሺݒሻ െ ݂ሺܽሻ൯ െ ൫݃ሺݒሻ െ ݃ሺܽሻ൯൫݂ሺݑሻ െ ݂ሺܽሻ൯ ൒ 0                         ሺ2.2.5ሻ 

To continue the proof we consider three cases: 

Case I.  If ݃ሺܽሻ ൏ ݃ሺݑሻ ൑ ݃ሺݒሻ then  

0 ൑ ቮ
1 ݃ሺܽሻ ݂ሺܽሻ
1 ݃ሺݑሻ ݂ሺݑሻ
1 ݃ሺݒሻ ݂ሺݒሻ

ቮ ൌ ൫݃ሺݑሻ െ ݃ሺܽሻ൯൫݂ሺݒሻ െ ݂ሺܽሻ൯ െ ൫݃ሺݒሻ െ ݃ሺܽሻ൯൫݂ሺݑሻ െ ݂ሺܽሻ൯ 

which is equivalent to (2.2.5) and the inequality is verified for this case. Thus we have 

proved 

݂ሺݑሻ െ ݂ሺܽሻ
݃ሺݑሻ െ ݃ሺܽሻ ൑

݂ሺݒሻ െ ݂ሺܽሻ
݃ሺݒሻ െ ݃ሺܽሻ 

for ݃ሺܽሻ ൏ ݃ሺݑሻ ൑ ݃ሺݒሻ. 

Case II. If  ݃ሺݑሻ ൑ ݃ሺݒሻ ൏ ݃ሺܽሻ then  

0 ൑ ቮ
1 ݃ሺݑሻ ݂ሺݑሻ
1 ݃ሺݒሻ ݂ሺݒሻ
1 ݃ሺܽሻ ݂ሺܽሻ

ቮ ൌ ൫݃ሺݑሻ െ ݃ሺܽሻ൯൫݂ሺݒሻ െ ݂ሺܽሻ൯ െ ൫݃ሺݒሻ െ ݃ሺܽሻ൯ሺ݂ሺݑሻ െ ݂ሺܽሻሻ 

which is (2.2.5) and the inequality is verified for this case. Thus we have proved 

݂ሺݑሻ െ ݂ሺܽሻ
݃ሺݑሻ െ ݃ሺܽሻ ൑

݂ሺݒሻ െ ݂ሺܽሻ
݃ሺݒሻ െ ݃ሺܽሻ 

for ݃ሺݑሻ ൏ ݃ሺݒሻ ൑ ݃ሺܽሻ. 
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Case III.  If  ݃ሺݑሻ ൏ ݃ሺܽሻ ൏ ݃ሺݒሻ  then by Case I, for ݃ሺݑሻ ൏ ݃ሺܽሻ ൏ ݃ሺݒሻ  we have 

݂ሺܽሻ െ ݂ሺݑሻ
݃ሺܽሻ െ ݃ሺݑሻ ൑

݂ሺݒሻ െ ݂ሺݑሻ
݃ሺݒሻ െ ݃ሺݑሻ 

and then by Case II for ݃ሺݑሻ ൏ ݃ሺܽሻ ൏ ݃ሺݒሻ  we have 

݂ሺݑሻ െ ݂ሺݒሻ
݃ሺݑሻ െ ݃ሺݒሻ ൑

݂ሺܽሻ െ ݂ሺݒሻ
݃ሺܽሻ െ ݃ሺݒሻ. 

thus,  

݂ሺܽሻ െ ݂ሺݑሻ
݃ሺܽሻ െ ݃ሺݑሻ ൑

݂ሺݒሻ െ ݂ሺݑሻ
݃ሺݒሻ െ ݃ሺݑሻ ൌ

݂ሺݑሻ െ ݂ሺݒሻ
݃ሺݑሻ െ ݃ሺݒሻ ൑

݂ሺܽሻ െ ݂ሺݒሻ
݃ሺܽሻ െ ݃ሺݒሻ 

and the proof is complete. 
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